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#### Abstract

In this thesis we solve two-dimensional linear parabolic partial differential equations with pure Dirichelet boundary conditions, using the bilinear covolume-upwind finite volume method on rectangular grids to discretize the spatial variables and the CrankNicholson method for the time variable. These PDEs provide a model for problems from various fields of engineering and applied sciences, such as unsteady viscous flow problems, the simulation of oil extraction from underground reservoirs, transport of air and ground water pollutants and modeling of semiconductor devices. Finite volume method has the important advantage of allowing the conversion of integrations over the control volume to integrations over its boundary based on Green's Theorem. Then, one can use quadrature rules to approximate the resulting integrals. In order to avoid non-physical oscillations that can arise from the numerical solution of convection-dominated problems when using the central finite volume scheme, we generate non-standard control volumes using local Peclet's numbers and the upwind principle. We numerically compare the covolume-upwind finite volume method with the central and the upwind finite volume schemes, demonstrating stability and better convergence of the method through various examples.
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## Chapter 1

## Introduction

### 1.1 Literature Review

Linear parabolic partial differential equations arise in many applications of science and engineering, such as transport of ground water pollutants, oil reservoir flow, semiconductor devices modeling, meteorology. Finite difference methods (FDMs) were first implemented to solve these problems, together with finite element methods (FEMs) [5]. In the finite element method, the derivatives are replaced by difference quotients which involve only function values at the grid points. The method is simply to implement, but it is not good when the equation has discontinuous coefficients or one has to handle complex geometry in multiple dimensions. FEMs are based on the variational formulation of the problem. Then the variational formulation is discretized in a finite dimensional space. For a more detailed description of these methods refer to [3] and [6].

The basic idea of finite volume methods (FVMs) is to discretize the domain in subdomains, called control volumes or covolumes, which form a partition of the original domain. Then, one integrates the whole equation over each covolume and applies the divergence theorem to transform these integrals to integrals over the boundary of the covolumes. FEMs and FVMs share some good properties: flexibility with respect to the geometry of the domain, simple discretization of the boundary conditions, possibility of using unstructured grids. FVMs were extensively used in many engineering fields, such as fluid mechanics and heat transfer. Finite volume methods
for convection-diffusion problem were introduced in the sixties by Samarkii [20] and developed by Patankar [18] in the eighties. A posteriori error estimates for the nonstationary convection-diffusion-reaction problem were found by Verfurth in [26] and by Nochetto, Akrivis and Makridakis in [2]. A modification of finite volume schemes that is second-order accurate in time and fourth-order in space for the one-dimensional problem was presented in [15]. New schemes for solving the convection-diffusion equation, including adaptive schemes, are introduced in [1], [19], [25], [23], [24].

In several cases, the diffusive term of the convection-diffusion-reaction equation is smaller that the convective one. This kind of problems are called convectiondominated problems. When using classical methods to find the numerical solution of convection-dominated equations, non-physical oscillations may arise. To overcome this problem, several numerical methods have been introduced. For example, in [10], the author derived an upwind type method on triangular meshes. In [7], the authors studied stabilized FEMs for time-dependent convection-dominated problems, such as streamline-upwind Petrov-Galerkin method. To stabilize FEMs, adaptive mesh grids methods have also been introduced for example in [22]. Finally, in [8], a CrankNicholson finite difference scheme with a midpoint upwind finite difference operator on uniform mesh was derived. The authors proved that this method is second-order accurate in time and almost second-order accurate in space in a coarse mesh.

In this thesis, we extend the application of the bilinear covolume-upwind finite volume method (bilinear CUFVM) on rectangular grids introduced in [27] to the linear parabolic partial differential equations with homogeneous Dirichelet boundary conditions. This method uses local Peclet's numbers and the upwind idea to construct nonstandard control volumes and midpoint quadrature to get the discretized systems. This space disctretization, however, gives us only a semi-discretized system. Then, in order to get a fully discretization of the problem and thus, a numerical solution, we will use the Crank-Nicholson scheme to discretize the time variable. It will
be shown through numerical examples, that this method is second-order accurate in the $L^{2}$ norm and first-order in the $H^{1}$ norm and stable even for strongly convectiondominated problems. We will also compare this method to the central and the upwind finite volume methods.

This thesis is organized as follows: in the next section of this chapter we will describe the model problem and its variational formulation. In Chapter 2, we will derive the central and upwind finite volume methods, while the covolume-upwind finite volume method will be studied in Chapter 3. Convergence and stability of these methods will be proved through numerical examples in two dimensions in Chapter 4, followed by conclusions in Chapter 5.

### 1.2 The model Problem

Let $\Omega$ be a bounded domain of $\mathbb{R}^{d}$ with piecewise polygonal boundary $\partial \Omega$ and set $\Omega_{T}=\Omega \times(0, T]$, for some fixed time $T>0$. Let consider the parabolic differential equation

$$
\begin{cases}u_{t}-\nabla \cdot(a \nabla u-\overrightarrow{\mathbf{b}} u)+r u=f, & \mathbf{x} \in \Omega, t \in(0, T]  \tag{1.1}\\ u=0, & \mathbf{x} \in \partial \Omega, t \in(0, T] \\ u=u_{0}(\mathbf{x}), & \mathbf{x} \in \Omega, t=0\end{cases}
$$

where $a(\mathbf{x}, t)>a_{0}>0 \in \mathrm{H}^{1}\left(\Omega_{T}\right)$ is the diffusion rate, $\overrightarrow{\mathbf{b}}(\mathbf{x}, t) \in \mathrm{H}^{1}\left(\Omega_{T}\right)$ is the transport velocity, $r(\mathbf{x}, t) \geq 0 \in \mathrm{~L}^{\infty}\left(\Omega_{T}\right)$ is the given reaction rate function, $u_{0} \in$ $\mathrm{L}^{2}(\Omega)$ is the given initial condition function and $f(\mathbf{x}, t) \in \mathrm{L}^{2}\left(\Omega_{T}\right)$ is a given source function. We assume also that

$$
\begin{equation*}
\frac{\nabla \cdot \overrightarrow{\mathrm{b}}}{2}+r \geq 0 \tag{1.2}
\end{equation*}
$$

We want to write the variational formulation for the initial-boundary value problem (1.1). Let $v \in \mathrm{H}_{0}^{1}(\Omega)$. Then, multiplying the differential equation by $v$ and integrating
over $\Omega$, we get

$$
\int_{\Omega} u_{t} v d \mathbf{x}-\int_{\Omega} \nabla \cdot(a \nabla u-\overrightarrow{\mathbf{b}} u) v d \mathbf{x}+\int_{\Omega} r u v d \mathbf{x}=\int_{\Omega} f v d \mathbf{x}
$$

Using integration by parts and recalling that $v$ vanishes on the boundary of $\Omega$, the previous become

$$
\int_{\Omega} u_{t} v d \mathbf{x}+\int_{\Omega}(a \nabla u-\overrightarrow{\mathbf{b}} u) \cdot \nabla v d \mathbf{x}+\int_{\Omega} r u v d \mathbf{x}=\int_{\Omega} f v d \mathbf{x}
$$

Let us define

$$
A(u, v)=\int_{\Omega}(a \nabla u \cdot \nabla v-(\overrightarrow{\mathbf{b}} u) \cdot \nabla v+r u v) d \mathbf{x}
$$

for $u, v \in \mathrm{H}_{0}^{1}(\Omega)$.Then the weak formulation of the problem (1.1) is: Find $u=u(\cdot, t) \in$ $\mathrm{H}_{0}^{1}(\Omega)(0 \leq t \leq T)$ such that

$$
\begin{cases}\left(u_{t}, v\right)+A(u, v)=(f, v), & \forall v \in \mathrm{H}_{0}^{1}(\Omega), t>0  \tag{1.3}\\ u(\mathbf{x}, 0)=u_{0}(\mathbf{x}) & \mathbf{x} \in \Omega\end{cases}
$$

where $(\cdot, \cdot)$ denotes the inner product of $\mathrm{L}_{2}(\Omega)$. The bilinear form $A(u, v)$ satisfies the following property

$$
A(u, v) \leq c_{1}\|u\|_{1}\|v\|_{1} \quad \forall u, v \in \mathrm{H}_{0}^{1}(\Omega)
$$

Moreover, there exists a constant $c_{2}>0$ such that

$$
A(u, u)=\int_{\Omega}\left(a(\nabla u)^{2}-(\overrightarrow{\mathbf{b}} u) \cdot \nabla u+r u^{2}\right) d \mathbf{x} \geq c_{2}\|u\|_{1}^{2} \quad \forall u \in \mathrm{H}_{0}^{1}(\Omega)
$$

This follows immediately from the assumptions on $a, b$, from (1.2) and the fact that (see [11])

$$
\int_{\Omega}(\overrightarrow{\mathbf{b}} u) \cdot \nabla u d \mathbf{x}=-\frac{1}{2} \int_{\Omega}(\nabla \cdot \overrightarrow{\mathbf{b}}) u^{2} d \mathbf{x}
$$

Then, there exists a unique solution to the variational problem (1.3) [4].

## Chapter 2

## Standard finite volume methods

### 2.1 The control volume

Let consider the two-dimensional case of problem (1.1). In order to derive the central and the upwind finite volume methods for the given problem, we first need to construct the control volume. The notation used in the present work follows that one used in [27].

Let $\Omega=\left[x_{l}, x_{r}\right] \times\left[y_{l}, y_{r}\right]$. Let us define the partition of $\Omega$ as

$$
\begin{aligned}
& x_{l}=x_{0}<x_{1}<\cdots<x_{i}<\cdots<x_{N_{x}}=x_{r} \\
& y_{l}=y_{0}<y_{1}<\cdots<y_{j}<\cdots<y_{N_{y}}=y_{r}
\end{aligned}
$$

where the grids are uniform and $N_{x}$ and $N_{y}$ are the numbers of grid blocks in the $x$ and $y$ directions respectively. Let $P_{i, j}$ denote the grid point of coordinates $\left(x_{i}, y_{j}\right)$ and $\Delta x_{i}=x_{i}-x_{i-1}$, for $i=1, \ldots, N_{x}$ and $\Delta y_{j}=y_{j}-y_{j-1}$, for $j=1, \ldots, N_{y}$. We define the primary grid $\Omega_{h}$ for the finite volume approximation as

$$
\left\{\Omega_{i, j}: \Omega_{i, j}=\left[x_{i-1}, x_{i}\right] \times\left[y_{j-1}, y_{j}\right], i=1, \ldots, N_{x}, j=1, \ldots, N_{y}\right\}
$$

We want to construct the dual partition $\Omega_{h}^{*}$ of $\Omega$ with respect to the rectangulation $\Omega_{h}$. If $P_{i, j}$ is an interior grid point, we construct its control volume $\Omega_{i, j}^{*}$ by connecting the centers of all its four adjacent cells, as in Figure 2.1. Then the set of the control volumes or covolumes is

$$
\Omega_{h}^{*}=\left\{\Omega_{i, j}^{*}: i=1, \ldots, N_{x}-1, j=1, \ldots, N_{y}-1\right\}
$$



Figure 2.1 Control volume associated with the interior grid point $P_{i, j}$ for uniform grid.

Let us define

$$
\begin{align*}
\mathbf{P}_{\Omega} & =\left\{P_{i, j}: i=0, \ldots, N_{x}, j=0, \ldots, N_{y}\right\}  \tag{2.1}\\
\mathbf{P} & =\left\{P_{i, j}: P_{i, j} \notin \partial \Omega, i=0, \ldots, N_{x}, j=0, \ldots, N_{y}\right\}  \tag{2.2}\\
\mathbf{P}_{D} & =\mathbf{P}_{\Omega} \backslash \mathbf{P} \tag{2.3}
\end{align*}
$$

Let us set the trial function space $U_{h}$ to be the space of piecewise bilinear functions on the rectangular grid $\Omega_{h}$

$$
\begin{equation*}
U_{h}=\left\{u_{h} \in C(\bar{\Omega}):\left.u_{h}\right|_{\Omega_{i, j}} \text { is a bilinear function for any } \Omega_{i, j} \in \Omega_{h}\right\} \tag{2.4}
\end{equation*}
$$

and the test function space $V_{h}$ to be the space of piecewise constant function space over the dual partition $\Omega_{h}^{*}$
$V_{h}=\left\{v_{h} \in \mathrm{~L}_{2}(\bar{\Omega}):\left.v_{h}\right|_{\Omega_{i, j}^{*}}=\mathrm{constant}\right.$ for any $\Omega_{i, j}^{*} \in \Omega_{h}^{*}$ and $\left.v_{h}\right|_{\Omega_{i, j}^{*}}=0$ if $\left.P_{i, j} \in \mathbf{P}_{D}\right\}$

Let $\left\{\phi_{i, j},(i, j) \in \mathbf{P}_{\Omega}\right\}$ be a basis of $U_{h}$ such that $\phi_{i, j}$ is equal to 1 at $P_{i, j}$ and 0 otherwise and let $\left\{\psi_{i, j},(i, j) \in \mathbf{P}\right\}$ be a basis of $V_{h}$, where $\psi_{i, j}$ are the characteristic
functions of the covolume $\Omega_{i, j}^{*}$ defined as

$$
\psi_{i, j}(\mathbf{x})= \begin{cases}1, & \mathbf{x} \in \Omega_{i, j}^{*} \\ 0, & \mathbf{x} \in \Omega / \Omega_{i, j}^{*}\end{cases}
$$

Then $u_{h} \in U_{h}$ can be written as

$$
u_{h}=\sum_{P_{i, j} \in \mathbf{P}_{\Omega}} u_{i, j} \phi_{i, j}
$$

where $u_{i, j}=u_{h}\left(P_{i, j}\right)$.
Multiplying the differential equation of (1.1) by $v_{h} \in V_{h}$, integrating over $\Omega$ and applying Green's formula on each $\Omega_{i, j}^{*}$, and replacing $u$ with $u_{h} \in U_{h}$, we get the discrete approximation for the problem (1.1): Find $u_{h}=u_{h}(\cdot, t) \in U_{h}(0 \leq t \leq T)$ such that

$$
\left\{\begin{array}{l}
B_{h}\left(\partial_{t} u_{h}, v_{h}\right)+A_{h}\left(u_{h}, v_{h}\right)=L_{h}\left(f, v_{h}\right) \quad \forall v_{h} \in V_{h}, t_{n}>0  \tag{2.5}\\
\left.u_{h}(\mathbf{x}, 0)\right|_{\mathbf{P}_{D}}=u_{0}(\mathbf{x})
\end{array}\right.
$$

where

$$
\begin{align*}
& B_{h}\left(\partial_{t} u_{h}, v_{h}\right)=\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\Omega_{i, j}^{*}} \partial_{t} u_{h} d \mathbf{x},  \tag{2.6}\\
& A_{h}\left(u_{h}, v_{h}\right)=-\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\partial \Omega_{i, j}^{*}}\left(a \nabla u_{h}\right) \cdot \vec{\nu}_{i, j} d s \\
&+\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\partial \Omega_{i, j}^{*}}\left(\overrightarrow{\mathbf{b}} \cdot \vec{\nu}_{i, j}\right) u_{h} d s \\
&+\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\Omega_{i, j}^{*}} r u_{h} d \mathbf{x} \tag{2.7}
\end{align*}
$$

and

$$
\begin{equation*}
L_{h}\left(f, v_{h}\right)=\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\Omega_{i, j}^{*}} f d \mathbf{x} \tag{2.8}
\end{equation*}
$$

where $\nu_{i, j}$ is the unit outward normal along $\Omega_{i, j}^{*}$.
Till now we have got a semi-discrete scheme by discretizing the space variable. In order to get a numerical solution of problem (1.1), we need to discretize also the time
variable, to obtain a fully-discrete scheme.
Let us denote with $\Delta t=T / N_{t}$ the time step size and let $t_{n}=n \Delta t\left(n=0, \ldots, N_{t}+\right.$ 1). At each time $t=t_{n}$, using the difference quotient

$$
\begin{equation*}
\bar{\partial}_{t} u_{h}^{n}=\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t} \tag{2.9}
\end{equation*}
$$

to approximate $\partial_{t} u_{h}$ and using Crank-Nicolson scheme, we get that the variational problem becomes: Find $u_{h}^{n} \in U_{h}$ such that

$$
\left\{\begin{array}{l}
B_{h}\left(\bar{\partial}_{t} u_{h}^{n}, v_{h}\right)+A_{h}\left(\frac{u_{h}^{n+1}+u_{h}^{n}}{2}, v_{h}\right)=L_{h}\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right) \quad \forall v_{h} \in V_{h}, n=1,2, \ldots  \tag{2.10}\\
\left.u_{h}^{0}\right|_{\mathbf{P}}=u_{0}
\end{array}\right.
$$

For a given $u_{h}^{n}$, we have

$$
A_{h}\left(u_{h}^{n+1}, v_{h}\right)+\frac{1}{\Delta t}\left(u_{h}^{n+1}, v_{h}\right) \geq c\left\|u_{h}^{n+1}\right\|_{1}^{2} \quad \forall u_{h}^{n+1} \in U_{h}
$$

This guarantees the existence and uniqueness of the solution $u_{h}^{n+1}$ to (2.10) for a given $u_{h}^{n}$ [12].

Setting $v_{h}=\psi_{i, j}$ in the expressions (2.6)-(2.8) and using the proposed time discretization, we get

$$
\begin{align*}
\int_{\Omega_{i, j}^{*}} \frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t} d \mathbf{x} & -\int_{\partial \Omega_{i, j}^{*}} \frac{\left(a^{n+1} \nabla u_{h}^{n+1}\right) \cdot \vec{\nu}_{i, j}+\left(a^{n} \nabla u_{h}^{n}\right) \cdot \vec{\nu}_{i, j}}{2} d s \\
& +\int_{\partial \Omega_{i, j}^{*}} \frac{\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}\right) u_{h}^{n+1}+\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}\right) u_{h}^{n}}{2} d s \\
& +\int_{\Omega_{i, j}^{*}} \frac{r^{n+1} u_{h}^{n+1}+r^{n} u_{h}^{n}}{2} d \mathbf{x}=\int_{\Omega_{i, j}^{*}} \frac{f^{n+1}+f^{n}}{2} d \mathbf{x} \tag{2.11}
\end{align*}
$$

Rearranging the terms, we get

$$
\begin{align*}
\int_{\Omega_{i, j}^{*}} u_{h}^{n+1} d \mathbf{x} & -\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{*}}\left(a^{n+1} \nabla u_{h}^{n+1}\right) \cdot \vec{\nu}_{i, j} d s \\
& +\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{*}}\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}\right) u_{h}^{n+1} d s+\frac{\Delta t}{2} \int_{\Omega_{i, j}^{*}} r^{n+1} u_{h}^{n+1} d \mathbf{x} \\
& =\int_{\Omega_{i, j}^{*}} u_{h}^{n} d \mathbf{x}+\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{*}}\left(a^{n} \nabla u_{h}^{n}\right) \cdot \vec{\nu}_{i, j} d s-\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{*}}\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}\right) u_{h}^{n} d s \\
& -\frac{\Delta t}{2} \int_{\Omega_{i, j}^{*}} r^{n} u_{h}^{n} d \mathbf{x}+\frac{\Delta t}{2} \int_{\Omega_{i, j}^{*}}\left(f^{n+1}+f^{n}\right) d \mathbf{x} \tag{2.12}
\end{align*}
$$

### 2.2 The central scheme

To get the central finite volume scheme (CFVM), we approximate each term of the equation (2.12) using the second-order accurate midpoint rule. We will consider each term separately. Let $P_{i, j} \in \mathbf{P}$ be an interior point (Figure 2.1). For the first member, we have

$$
\begin{align*}
& \int_{\Omega_{i, j}^{*}} u_{h}^{n+1} d \mathbf{x} \approx u_{h}^{n+1}\left(P_{i, j}\right) \operatorname{Area}\left(Q_{1} Q_{2} Q_{3} Q_{4}\right)  \tag{2.13}\\
&-\int_{\partial \Omega_{i, j}^{*}}\left(a^{n+1} \nabla u_{h}^{n+1}\right) \cdot \vec{\nu}_{i, j} d s \approx+\frac{\partial u_{h}^{n+1}}{\partial y}\left(P_{i, j-\frac{1}{2}}\right) \int_{\overline{Q_{1} Q_{2}}} a^{n+1} d s-\frac{\partial u_{h}^{n+1}}{\partial x}\left(P_{i+\frac{1}{2}, j}\right) \int_{\overline{Q_{2} Q_{3}}} a^{n+1} d s \\
&-\frac{\partial u_{h}^{n+1}}{\partial y}\left(P_{i, j+\frac{1}{2}}\right) \int_{\overline{Q_{3} Q_{4}}} a^{n+1} d s+\frac{\partial u_{h}^{n+1}}{\partial x}\left(P_{i-\frac{1}{2}, j}\right) \int_{\overline{Q_{4} Q_{1}}} a^{n+1} d s \\
&=+\frac{u_{i, j}^{n+1}-u_{i, j-1}^{n+1}}{\Delta y_{j}} \int_{\overline{Q_{1} Q_{2}}} a^{n+1} d s-\frac{u_{i+1, j}^{n+1}-u_{i, j}^{n+1}}{\Delta x_{i+1}} \int_{\overline{Q_{2} Q_{3}}} a^{n+1} d s \\
&-\frac{u_{i, j+1}^{n+1}-u_{i, j}^{n+1}}{\Delta y_{j+1}} \int_{\overline{Q_{3} Q_{4}}} a^{n+1} d s+\frac{u_{i, j}^{n+1}-u_{i-1, j}^{n+1}}{\Delta x_{i}} \int_{\overline{Q_{4} Q_{1}}} a^{n+1} d s  \tag{2.14}\\
& \int_{\partial \Omega_{i, j}^{*}}\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}\right)_{h}^{n+1} d s \approx-u_{i, j-\frac{1}{2}}^{n+1} \int_{\overline{Q_{1} Q_{2}}} b_{y}^{n+1} d s+u_{i+\frac{1}{2}, j}^{n+1} \int_{\overline{Q_{2} Q_{3}}} b_{x}^{n+1} d s \\
&+u_{i, j+\frac{1}{2}}^{n+1} \int_{\overline{Q_{3} Q_{4}}} b_{y}^{n+1} d s-u_{i-\frac{1}{2}, j}^{n+1} \int_{\overline{Q_{4} Q_{1}}} b_{x}^{n+1} d s \\
&=-\frac{u_{i, j-1}^{n+1}+u_{i, j}^{n+1}}{2} \int_{\overline{Q_{1} Q_{2}}}^{b_{y}^{n+1} d s+\frac{u_{i, j}^{n+1}+u_{i+1, j}^{n+1}}{2} \int_{\overline{Q_{2} Q_{3}}} b_{x}^{n+1} d s} \\
&+\frac{u_{i, j}^{n+1}+u_{i, j+1}^{n+1}}{2} \int_{\overline{Q_{3} Q_{4}}}^{b_{y}^{n+1} d s-\frac{u_{i-1, j}^{n+1}+u_{i, j}^{n+1}}{2} \int_{\overline{Q_{4} Q_{1}}}^{b_{x}^{n+1} d s} b^{2 .}}  \tag{2.15}\\
& \int_{\Omega_{i, j}^{*}} r^{n+1} u_{h}^{n+1} d \mathbf{x} \approx u_{h}^{n+1}\left(P_{i, j}\right) \int_{Q_{1} Q_{2} Q_{3} Q_{4}} r^{n+1} d \mathbf{x} \tag{2.16}
\end{align*}
$$

Similarly, the right hand side becomes

$$
\begin{align*}
& \int_{\Omega_{i, j}^{*}} u_{h}^{n} d \mathbf{x} \approx u_{h}^{n}\left(P_{i, j}\right) \operatorname{Area}\left(Q_{1} Q_{2} Q_{3} Q_{4}\right)  \tag{2.17}\\
& \int_{\partial \Omega_{i, j}^{*}}\left(a^{n} \nabla u_{h}^{n}\right) \cdot \vec{\nu}_{i, j} d s \approx-\frac{\partial u_{h}^{n}}{\partial y}\left(P_{i, j-\frac{1}{2}}\right) \int_{\overline{Q_{1} Q_{2}}} a^{n} d s+\frac{\partial u_{h}^{n}}{\partial x}\left(P_{i+\frac{1}{2}, j}\right) \int_{\overline{Q_{2} Q_{3}}} a^{n} d s \\
&+\frac{\partial u_{h}^{n}}{\partial y}\left(P_{i, j+\frac{1}{2}}\right) \int_{\overline{Q_{3} Q_{4}}} a^{n} d s-\frac{\partial u_{h}^{n}}{\partial x}\left(P_{i-\frac{1}{2}, j}\right) \int_{\overline{Q_{4} Q_{1}}} a^{n} d s \\
&=-\frac{u_{i, j}^{n}-u_{i, j-1}^{n}}{\Delta y_{j}} \int_{\overline{Q_{1} Q_{2}}} a^{n} d s+\frac{u_{i+1, j}^{n}-u_{i, j}^{n}}{\Delta x_{i+1}} \int_{\overline{Q_{2} Q_{3}}} a^{n} d s \\
&+\frac{u_{i, j+1}^{n}-u_{i, j}^{n}}{\Delta y_{j+1}} \int_{\overline{Q_{3} Q_{4}}} a^{n} d s-\frac{u_{i, j}^{n}-u_{i-1, j}^{n}}{\Delta x_{i}} \int_{\overline{Q_{4} Q_{1}}} a^{n} d s \tag{2.18}
\end{align*}
$$

$$
\begin{align*}
-\int_{\partial \Omega_{i, j}^{*}}\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}\right) u_{h}^{n} d s \approx & +u_{i, j-\frac{1}{2}}^{n} \int_{\overline{Q_{1} Q_{2}}} b_{y}^{n} d s-u_{i+\frac{1}{2}, j}^{n} \int_{\overline{Q_{2} Q_{3}}} b_{x}^{n} d s \\
& -u_{i, j+\frac{1}{2}}^{n} \int_{\overline{Q_{3} Q_{4}}} b_{y}^{n} d s+u_{i-\frac{1}{2}, j}^{n} \int_{\overline{Q_{4} Q_{1}}} b_{x}^{n} d s \\
= & +\frac{u_{i, j-1}^{n}+u_{i, j}^{n}}{2} \int_{\overline{Q_{1} Q_{2}}} b_{y}^{n} d s-\frac{u_{i, j}^{n}+u_{i+1, j}^{n}}{2} \int_{\overline{Q_{2} Q_{3}}} b_{x}^{n} d s \\
& -\frac{u_{i, j}^{n}+u_{i, j+1}^{n}}{2} \int_{\overline{Q_{3} Q_{4}}} b_{y}^{n} d s+\frac{u_{i-1, j}^{n}+u_{i, j}^{n}}{2} \int_{\overline{Q_{4} Q_{1}}} b_{x}^{n} d s \tag{2.19}
\end{align*}
$$

$$
\begin{equation*}
-\int_{\Omega_{i, j}^{*}} r^{n} u_{h}^{n} d \mathbf{x} \approx-u_{h}^{n}\left(P_{i, j}\right) \int_{Q_{1} Q_{2} Q_{3} Q_{4}} r^{n} d \mathbf{x} \tag{2.20}
\end{equation*}
$$

This gives us a discrete system in $u\left(P_{i, j}\right)$ for $P_{i, j} \in \mathbf{P}$ at the time $t=t_{n+1}$.
The central scheme is second-order convergent and it is stable only for sufficiently small mesh sizes. Moreover, non-physical numerical oscillations can arise using the central scheme when solving convection-dominated problems.

### 2.3 The upwind scheme

In the upwind scheme (UFVM), we use the same control volumes and time discretization defined in Section 2.1. The diffusion terms, the reaction terms and the first terms of each member of (2.12) will be discretized in the same way as in the central scheme. To obtain the discretization of the convection terms, let first define the following quantities:

$$
\begin{aligned}
B_{Q_{1} Q_{2}}^{n+1} & =\frac{1}{2}\left(\int_{Q_{1} Q_{2}} b_{y}^{n+1} d s+\left|\int_{Q_{1} Q_{2}} b_{y}^{n+1} d s\right|\right) \\
B_{Q_{2} Q_{3}}^{n+1} & =\frac{1}{2}\left(\int_{Q_{2} Q_{3}} b_{x}^{n+1} d s+\left|\int_{Q_{2} Q_{3}} b_{x}^{n+1} d s\right|\right) \\
B_{Q_{3} Q_{4}}^{n+1} & =\frac{1}{2}\left(\int_{Q_{3} Q_{4}} b_{y}^{n+1} d s+\left|\int_{Q_{3} Q_{4}} b_{y}^{n+1} d s\right|\right) \\
B_{Q_{4} Q_{1}}^{n+1} & =\frac{1}{2}\left(\int_{Q_{4} Q_{1}} b_{x}^{n+1} d s+\left|\int_{Q_{4} Q_{1}} b_{x}^{n+1} d s\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
B_{Q_{1} Q_{2}}^{n} & =\frac{1}{2}\left(\int_{Q_{1} Q_{2}} b_{y}^{n} d s+\left|\int_{Q_{1} Q_{2}} b_{y}^{n} d s\right|\right) \\
B_{Q_{2} Q_{3}}^{n} & =\frac{1}{2}\left(\int_{Q_{2} Q_{3}} b_{x}^{n} d s+\left|\int_{Q_{2} Q_{3}} b_{x}^{n} d s\right|\right) \\
B_{Q_{3} Q_{4}}^{n} & =\frac{1}{2}\left(\int_{Q_{3} Q_{4}} b_{y}^{n} d s+\left|\int_{Q_{3} Q_{4}} b_{y}^{n} d s\right|\right) \\
B_{Q_{4} Q_{1}}^{n} & =\frac{1}{2}\left(\int_{Q_{4} Q_{1}} b_{x}^{n} d s+\left|\int_{Q_{4} Q_{1}} b_{x}^{n} d s\right|\right)
\end{aligned}
$$

Then we have

$$
\begin{align*}
\int_{\partial \Omega_{i, j}{ }^{*}}\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n+1} d s \approx & -B_{Q_{1} Q_{2}}^{n+1}\left(u_{h}^{n+1}\left(Q_{1}\right)+u_{h}^{n+1}\left(Q_{2}\right)\right) \\
& +B_{Q_{2} Q_{3}}^{n+1}\left(u_{h}^{n+1}\left(Q_{2}\right)+u_{h}^{n+1}\left(Q_{3}\right)\right) \\
& +B_{Q_{3} Q_{4}}^{n+1}\left(u_{h}^{n+1}\left(Q_{3}\right)+u_{h}^{n+1}\left(Q_{4}\right)\right) \\
& -B_{Q_{4} Q_{1}}^{n+1}\left(u_{h}^{n+1}\left(Q_{4}\right)+u_{h}^{n+1}\left(Q_{1}\right)\right) \tag{2.21}
\end{align*}
$$

and

$$
\begin{align*}
-\int_{\partial \Omega_{i, j^{*}}}\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n} d s \approx & +B_{Q_{1} Q_{2}}^{n}\left(u_{h}^{n}\left(Q_{1}\right)+u_{h}^{n}\left(Q_{2}\right)\right) \\
& -B_{Q_{2} Q_{3}}^{n}\left(u_{h}^{n}\left(Q_{2}\right)+u_{h}^{n}\left(Q_{3}\right)\right) \\
& -B_{Q_{3} Q_{4}}^{n}\left(u_{h}^{n}\left(Q_{3}\right)+u_{h}^{n}\left(Q_{4}\right)\right) \\
& +B_{Q_{4} Q_{1}}^{n}\left(u_{h}^{n}\left(Q_{4}\right)+u_{h}^{n}\left(Q_{1}\right)\right) \tag{2.22}
\end{align*}
$$

As in the case of the central scheme, we obtain a discrete system in $u\left(P_{i, j}\right)$ for $P_{i, j} \in \mathbf{P}$ at the time $t=t_{n+1}$. The upwind scheme is unconditionally stable, but it is only first-order convergent. However, high order accurate upwind schemes for convection-dominated problems have been proposed in [13]. A derivation of highly order accurate generalized upwind schemes on triangular mesh can be found in [12].

## Chapter 3

## Bilinear covolume-upwind finite volume method

### 3.1 The UPWIND-CONTROL VOLUME

In the upwind scheme, for the discretization we take into account the grid points from the upwind sides, while in the central scheme we use the average of the point values from both sides. In a previous work [27], the bilinear covolume-upwind finite volume method for solving linear elliptic partial differential equations was introduced. In this method, the upwind idea was applied for the construction of a non-standard control volume for each grid point. We want extend the application of this method to the linear parabolic partial differential equation (1.1). Let us assume that the spatial and time discretizations defined in Section 2.1 hold. Let $\overrightarrow{\mathbf{b}}(\mathbf{x})=\left(b_{x}(\mathbf{x}), b_{y}(\mathbf{x})\right)^{T}$. Let us define the Heaviside function $H$ as

$$
H(t)=\int_{-\infty}^{t} \delta(s) d s= \begin{cases}0 & \text { if } t<0 \\ 1 & \text { if } t \geq 0\end{cases}
$$

where $\delta(\cdot)$ is the Dirac function. Then, at the time $t=t_{n+1}$, on the edge $\overline{P_{i, j} P_{i+1, j}}$, we can compute

$$
H\left(\int_{\overline{P_{i, j} P_{i+1, j}}} \overrightarrow{\mathbf{b}}^{n+1}(\mathbf{x}) \cdot(1,0)^{T} d s\right)=H\left(\int_{\overline{P_{i, j} P_{i+1, j}}} b_{x}^{n+1}(\mathbf{x}) d s\right)
$$

to indicate the horizontal upwind direction. Then we define the $x$-coordinate of the upwind point $x_{i+\frac{1}{2}, j}^{n+1}{ }^{*}$ on the edge $\overline{P_{i, j} P_{i+1, j}}$ for $i=0, \ldots, N_{x}-1, j=0, \ldots, N_{y}$ and
$n=0, \ldots, N_{t}$ as

$$
\begin{align*}
x_{i+\frac{1}{2}, j}^{n+1} *
\end{align*}=H\left(\int_{\overline{P_{i, j} P_{i+1, j}}} b_{x}^{n+1}(\mathbf{x}) d s\right)\left[\alpha_{i+\frac{1}{2}, j}^{x} x_{i}+\left(1-\alpha_{i+\frac{1}{2}, j}^{x}\right) x_{i+1}\right] .
$$

where $\alpha_{i+\frac{1}{2}, j}^{x}$ is a local weight factor. Thus, the upwind point on $\overline{P_{i, j} P_{i+1, j}}$ is the point of coordinates $\left(x_{i+\frac{1}{2}, j}^{n+1}, y_{j}\right)$.

To define the local weight factor, let us indicate with $P e_{i+\frac{1}{2}, j}^{x}$ the local Peclet's number

$$
P e_{i+\frac{1}{2}, j}^{x}=\max _{x_{i} \leq x \leq x_{i+1}} \frac{\left|b_{x}\left(x, y_{j}, t_{n+1}\right)\right|}{a\left(x, y_{j}, t_{n+1}\right)} \Delta x_{i+1}
$$

on $\overline{P_{i, j} P_{i+1, j}}$. Then we set

$$
\alpha_{i+\frac{1}{2}, j}^{x}= \begin{cases}\frac{1}{2} & \text { if } P e_{i+\frac{1}{2}, j}^{x} \leq 2 \\ 1-\frac{1}{P e_{i+\frac{1}{2}, j}^{x}} & \text { if } P e_{i+\frac{1}{2}, j}^{x}>2\end{cases}
$$

In a similar way, we define the $y$-coordinate $y_{i, j+\frac{1}{2}}^{n+1}{ }^{*}$ of the upwind point on the edge $\overline{P_{i, j} P_{i, j+1}}$ as

$$
\begin{align*}
y_{i, j+\frac{1}{2}}^{n+1} *=H( & \left.\int_{\overline{P_{i, j} P_{i, j+1}}} b_{y}^{n+1}(\mathbf{x}) d s\right)\left[\alpha_{i, j+\frac{1}{2}}^{y} y_{j}+\left(1-\alpha_{i, j+\frac{1}{2}}^{y}\right) y_{j+1}\right] \\
& +\left(1-H\left(\int_{\overline{P_{i, j} P_{i, j+1}}} b_{y}^{n+1}(\mathbf{x}) d s\right)\right)\left[\left(1-\alpha_{i, j+\frac{1}{2}}^{y}\right) y_{j}+\alpha_{i, j+\frac{1}{2}}^{y} y_{j+1}\right] \tag{3.2}
\end{align*}
$$

where

$$
\alpha_{i, j+\frac{1}{2}}^{y}= \begin{cases}\frac{1}{2} & \text { if } P e_{i, j+\frac{1}{2}}^{y} \leq 2 \\ 1-\frac{1}{P e_{i, j+\frac{1}{2}}^{y}} & \text { if } P e_{i, j+\frac{1}{2}}^{y}>2\end{cases}
$$

and

$$
P e_{i, j+\frac{1}{2}}^{y}=\max _{y_{j} \leq y \leq y_{j+1}} \frac{\left|b_{y}\left(x_{i}, y, t_{n+1}\right)\right|}{a\left(x_{i}, y, t_{n+1}\right)} \Delta y_{j+1}
$$

Thus, the upwind point on $\overline{P_{i, j} P_{i, j+1}}$ is the point of coordinates $\left(x_{i}, y_{i, j+\frac{1}{2}}^{n+1}{ }^{*}\right)$.
Then, to construct the new control volume, in each cell $\Omega_{i, j}$, we take the midpoint


Figure 3.1 Upwind-control volume associated with the interior grid point $P_{i, j}$.
of the upwind points on opposite edges, to obtain the point $Q_{i, j}^{n+1}$ inside the grid cell $\Omega_{i, j}$ as

$$
Q_{i, j}^{n+1}=\left(\frac{x_{i-\frac{1}{2}, j}^{n+1}+x_{i-\frac{1}{2}, j-1}^{n+1}}{2}, \frac{y_{i-1, j-\frac{1}{2}}^{n+1}+y_{i, j-\frac{1}{2}}^{n+1}}{2}\right)
$$

After finding the $Q_{i, j}^{n+1}$,s of the four neighbor grid cells of the grid point $P_{i, j}$, we connect them to form its control volume $\Omega_{i, j}^{n+1^{*}}$ as shown in Figure 3.1. Then the set of the nonstandard control volumes

$$
\Omega_{h, n+1}^{*}=\left\{\Omega_{i, j}^{n+1^{*}}: i=1, \ldots, N_{x}-1, j=1, \ldots, N_{y}-1, n=0, \ldots, N_{t}-1\right\}
$$

forms an upwind dual partition of $\Omega$ with respect to the rectangulation $\Omega_{h}$.

### 3.2 The bilinear discretization scheme

We will find now the bilinear finite volume discretization of the problem (1.1). We choose the trial space $U_{h}$ to be the space of the piecewise bilinear functions over the rectangular grid $\Omega_{h}$ as in (2.4) and let $\mathbf{P}_{\Omega}, \mathbf{P}$ and $\mathbf{P}_{D}$ be defined as in (2.1)-(2.3).

Let $\left\{\phi_{i, j}(\mathbf{x})\right\}_{P_{i, j} \in \mathbf{P}_{\Omega}}$ be the set of basis functions of $U_{h}$, with

$$
\phi_{i, j}(\mathbf{x})= \begin{cases}1 & \mathbf{x}=P_{i, j} \\ 0 & \text { otherwise }\end{cases}
$$

Then, any $u_{h} \in U_{h}$ can be written as

$$
u_{h}(\mathbf{x}, t)=\sum_{P_{i, j} \in \mathbf{P}_{\Omega}} u_{i, j} \phi_{i, j}(\mathbf{x})
$$

where $u_{i, j}=u_{h}\left(P_{i, j}\right)$.
Let us set the test function space $V_{h}$ to be the space of piecewise constant function space over the dual partition $\Omega_{h}^{n+1^{*}}$

$$
V_{h}=\left\{v_{h} \in \mathrm{~L}_{2}(\bar{\Omega}):\left.v_{h}\right|_{\Omega_{i, j}^{n+1 *}}=\text { constant for any } \Omega_{i, j}^{n+1^{*}} \in \Omega_{h, n+1^{*}} \text { and }\left.v_{h}\right|_{\Omega_{i, j}^{n+1 *}}=0 \text { if } P_{i, j} \in \mathbf{P}_{D}\right\}
$$

and let $\left\{\psi_{i, j},(i, j) \in \mathbf{P}\right\}$ be a basis of $V_{h}$, where $\psi_{i, j}$ are the characteristic functions of the covolume $\Omega_{i, j}^{n+1^{*}}$ defined as

$$
\psi_{i, j}(\mathbf{x})= \begin{cases}1, & \mathbf{x} \in \Omega_{i, j}^{n+1^{*}} \\ 0, & \mathbf{x} \in \Omega / \Omega_{i, j}^{n+1^{*}}\end{cases}
$$

Multiplying the differential equation of (1.1) by $v_{h} \in V_{h}$, integrating over $\Omega$ and applying Green's formula on each $\Omega_{i, j}^{n+1^{*}}$, replacing $u$ with $u_{h} \in U_{h}$ and using the Crank-Nicolson scheme, we get the discrete approximation for the problem (1.1): Find $u_{h}^{n+1} \in U_{h}$ such that

$$
\left\{\begin{array}{l}
B_{h}\left(\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}, v_{h}\right)+A_{h}\left(\frac{u_{h}^{n+1}+u_{h}^{n}}{2}, v_{h}^{n}\right)=L_{h}\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right) \quad \forall v_{h} \in V_{h}, n=0,1, \ldots  \tag{3.3}\\
u_{h}^{0} \mid \mathbf{P}_{D}=u_{0}
\end{array}\right.
$$

with

$$
\begin{align*}
& B_{h}\left(\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}, v_{h}\right)=\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\Omega_{i, j}^{n+1 *}}\left(\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}\right) d \mathbf{x}  \tag{3.4}\\
& A_{h}\left(\frac{u_{h}^{n+1}+u_{h}^{n}}{2}, v_{h}^{n}\right)=-\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\partial \Omega_{i, j}^{n+1 *}}\left(\frac{a^{n+1} \nabla u_{h}^{n+1}+a^{n} \nabla u_{h}^{n}}{2}\right) \cdot \vec{\nu}_{i, j}^{n+1} d s \\
&+\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\partial \Omega_{i, j}^{n+1 *}} \frac{\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n+1}+\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n}}{2} d s \\
&+\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\Omega_{i, j}^{n+1 *}} \frac{r^{n+1} u_{h}^{n+1}+r^{n} u_{h}^{n}}{2} d \mathbf{x} \tag{3.5}
\end{align*}
$$

and

$$
\begin{equation*}
L_{h}\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right)=\sum_{P_{i, j} \in \mathbf{P}} v_{h}\left(P_{i, j}\right) \int_{\Omega_{i, j}^{n+1^{*}}}\left(\frac{f^{n+1}+f^{n}}{2}\right) d \mathbf{x} \tag{3.6}
\end{equation*}
$$

where $\nu_{i, j}^{n+1}$ is the unit outward normal along $\Omega_{i, j}^{n+1^{*}}$. Setting $v_{h}=\psi_{i, j}$ in the previous expressions, we obtain

$$
\begin{align*}
\int_{\Omega_{i, j}^{n+1^{*}}} \frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t} d \mathbf{x} & -\int_{\partial \Omega_{i, j}^{n+1^{*}}} \frac{\left(a^{n+1} \nabla u_{h}^{n+1}\right) \cdot \vec{\nu}_{i, j}^{n+1}+\left(a^{n} \nabla u_{h}^{n}\right) \cdot \vec{\nu}_{i, j}^{n+1}}{2} d s \\
& +\int_{\partial \Omega_{i, j}^{n+1^{*}}} \frac{\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n+1}+\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n}}{2} d s \\
& +\int_{\Omega_{i, j}^{n+1^{*}}} \frac{r^{n+1} u_{h}^{n+1}+r^{n} u_{h}^{n}}{2} d \mathbf{x}=\int_{\Omega_{i, j}^{n+1^{*}}} \frac{f^{n+1}+f^{n}}{2} d \mathbf{x} \tag{3.7}
\end{align*}
$$

and finally, rearranging the terms, we get

$$
\begin{align*}
\int_{\Omega_{i, j}^{n+1 *}} u_{h}^{n+1} d \mathbf{x} & -\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{n+1 *}}\left(a^{n+1} \nabla u_{h}^{n+1}\right) \cdot \vec{\nu}_{i, j}^{n+1} d s \\
& +\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{n+1 *}}\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n+1} d s+\frac{\Delta t}{2} \int_{\Omega_{i, j}^{n+1 *}} r^{n+1} u_{h}^{n+1} d \mathbf{x} \\
& =\int_{\Omega_{i, j}^{n+1 *}} u_{h}^{n} d \mathbf{x}+\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{n+1 *}}\left(a^{n} \nabla u_{h}^{n}\right) \cdot \vec{\nu}_{i, j}^{n+1} d s-\frac{\Delta t}{2} \int_{\partial \Omega_{i, j}^{n+1 *}}\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n} d s \\
& -\frac{\Delta t}{2} \int_{\Omega_{i, j}^{n+1 *}} r^{n} u_{h}^{n} d \mathbf{x}+\frac{\Delta t}{2} \int_{\Omega_{i, j}^{n+1 *}} \frac{f^{n+1}+f^{n}}{2} d \mathbf{x} \tag{3.8}
\end{align*}
$$

To find the approximation of each term of the previous equation, we use secondorder accurate midpoint rule. Let us denote with $Q_{1}^{n+1} Q_{2}^{n+1} Q_{3}^{n+1} Q_{4}^{n+1}$ the covolume associated with the grid point $P_{i, j}$, with $M_{1}^{n+1}, M_{2}^{n+1}, M_{3}^{n+1}, M_{4}^{n+1}$ the midpoint of $\overline{Q_{1}^{n+1} Q_{2}^{n+1}}, \overline{Q_{2}^{n+1} Q_{3}^{n+1}}, \overline{Q_{3}^{n+1} Q_{4}^{n+1}}, \overline{Q_{4}^{n+1} Q_{1}^{n+1}}$ respectively and let $M^{n+1}$ be the center of the quadrilateral $Q_{1}^{n+1} Q_{2}^{n+1} Q_{3}^{n+1} Q_{4}^{n+1}$, as in Figure 3.1. Then each term of the first member of the previous equation will be approximated as follows:

$$
\begin{align*}
\int_{\Omega_{i, j}^{n+1 *}} u_{h}^{n+1} d \mathbf{x} \approx u_{h}^{n+1}( & \left.M^{n+1}\right) \operatorname{Area}\left(Q_{1}^{n+1} Q_{2}^{n+1} Q_{3}^{n+1} Q_{4}^{n+1}\right)  \tag{3.9}\\
-\int_{\partial \Omega_{i, j}^{n+*}}\left(a^{n+1} \nabla u_{h}^{n+1}\right) \cdot \vec{\nu}_{i, j}^{n+1} d s \approx & -\left(\nabla u_{h}^{n+1}\left(M_{1}^{n+1}\right) \cdot \vec{\nu}_{Q_{1}^{n+1} Q_{2}^{n+1}}^{n+1}\right) \int_{Q_{1}^{n+1} Q_{2}^{n+1}} a^{n+1} d s \\
& -\left(\nabla u_{h}^{n+1}\left(M_{2}^{n+1}\right) \cdot \vec{\nu}_{Q_{2}^{n+1} Q_{3}^{n+1}}^{n+1}\right) \int_{Q_{2}^{n+1} Q_{3}^{n+1}} a^{n+1} d s \\
- & \left(\nabla u_{h}^{n+1}\left(M_{3}^{n+1}\right) \cdot \vec{\nu}_{Q_{3}^{n+1} Q_{4}^{n+1}}^{n+1}\right) \int_{Q_{3}^{n+1} Q_{4}^{n+1}} a^{n+1} d s \\
& -\left(\nabla u_{h}^{n+1}\left(M_{4}^{n+1}\right) \cdot \vec{\nu}_{Q_{4}^{n+1} Q_{1}^{n+1}}^{n+1} \int_{Q_{4}^{n+1} Q_{1}^{n+1}} a^{n+1} d s\right. \tag{3.10}
\end{align*}
$$

$$
\begin{align*}
\int_{\partial \Omega_{i, j}^{n+1}}\left(\overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n+1} d s \approx & +u_{h}^{n+1}\left(M_{1}^{n+1}\right) \int_{\bar{Q}_{1}^{n+1} Q_{2}^{n+1}} \overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{Q_{1}^{n+1} Q_{2}^{n+1}}^{n+1} d s \\
& +u_{h}^{n+1}\left(M_{2}^{n+1}\right) \int_{\overline{Q_{2}^{n+1} Q_{3}^{n+1}}} \overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{Q_{2}^{n+1} Q_{3}^{n+1}}^{n+1} d s \\
& +u_{h}^{n+1}\left(M_{3}^{n+1}\right) \int_{\overline{Q_{3}^{n+1} Q_{4}^{n+1}}} \overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{Q_{3}^{n+1} Q_{4}^{n+1}}^{n+1} d s \\
& +u_{h}^{n+1}\left(M_{4}^{n+1}\right) \int_{\bar{Q}_{4}^{n+1} Q_{1}^{n+1}} \overrightarrow{\mathbf{b}}^{n+1} \cdot \vec{\nu}_{Q_{4}^{n+1} Q_{1}^{n+1}}^{n+1} d s  \tag{3.11}\\
& \int_{\Omega_{i, j}^{n+1^{*}}} r^{n+1} u_{h}^{n+1} d \mathbf{x} \approx u_{h}^{n+1}\left(M^{n+1}\right) \int_{Q_{1}^{n+1} Q_{2}^{n+1} Q_{3}^{n+1} Q_{4}^{n+1}} r^{n+1} d \mathbf{x} \tag{3.12}
\end{align*}
$$

Similarly, the right hand side becomes

$$
\begin{align*}
& \int_{\Omega_{i, j}^{n+1^{*}}} u_{h}^{n} d \mathbf{x} \approx u_{h}^{n}\left(M^{n+1}\right) \operatorname{Area}\left(Q_{1}^{n+1} Q_{2}^{n+1} Q_{3}^{n+1} Q_{4}^{n+1}\right)  \tag{3.13}\\
& \int_{\partial \Omega_{i, j}^{n+1^{*}}}\left(a^{n} \nabla u_{h}^{n}\right) \cdot \vec{\nu}_{i, j}^{n+1} d s \approx+\left(\nabla u_{h}^{n}\left(M_{1}^{n+1}\right) \cdot \vec{\nu}_{Q_{1}^{n+1} Q_{2}^{n+1}}^{n+1}\right) \int_{Q_{1}^{n+1} Q_{2}^{n+1}} a^{n} d s \\
&+\left(\nabla u_{h}^{n}\left(M_{2}^{n+1}\right) \cdot \vec{\nu}_{Q_{2}^{n+1} Q_{2}^{n+1}}^{n+1}\right) \int_{Q_{2}^{n+1} Q_{3}^{n+1}} a^{n} d s \\
&+\left(\nabla u_{h}^{n}\left(M_{3}^{n+1}\right) \cdot \vec{\nu}_{Q_{3}^{n+1} Q_{4}^{n+1}}^{n+1}\right) \int_{\overline{Q_{3}^{n+1} Q_{4}^{n+1}}} a^{n} d s \\
&+\left(\nabla u_{h}^{n}\left(M_{4}^{n+1}\right) \cdot \vec{\nu}_{Q_{4}^{n+1} Q_{1}^{n+1}}^{n+1}\right) \int_{\bar{Q}_{4}^{n+1} Q_{1}^{n+1}} a^{n} d s \tag{3.14}
\end{align*}
$$

$$
-\int_{\partial \Omega_{i, j}^{n+1}}\left(\overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{i, j}^{n+1}\right) u_{h}^{n} d s \approx-u_{h}^{n}\left(M_{1}^{n+1}\right) \int_{Q_{1}^{n+1} Q_{2}^{n+1}} \overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{Q_{1}^{n+1} Q_{2}^{n+1}}^{n+1} d s
$$

$$
-u_{h}^{n}\left(M_{2}^{n+1}\right) \int_{Q_{2}^{n+1} Q_{3}^{n+1}} \overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{Q_{2}^{n+1} Q_{3}^{n+1}}^{n+1} d s
$$

$$
-u_{h}^{n}\left(M_{3}^{n+1}\right) \int_{Q_{3}^{n+1} Q_{4}^{n+1}} \overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{Q_{3}^{n+1} Q_{4}^{n+1}}^{n+1} d s
$$

$$
\begin{equation*}
-u_{h}^{n}\left(M_{4}^{n+1}\right) \int_{Q_{4}^{n+1} Q_{1}^{n+1}} \overrightarrow{\mathbf{b}}^{n} \cdot \vec{\nu}_{Q_{4}^{n+1} Q_{1}^{n+1}}^{n+1} d s \tag{3.15}
\end{equation*}
$$

$$
\begin{equation*}
-\int_{\Omega_{i, j}^{n+1 *}} r^{n} u_{h}^{n} d \mathbf{x} \approx-u_{h}^{n}\left(M^{n+1}\right) \int_{Q_{1}^{n+1} Q_{2}^{n+1} Q_{3}^{n+1} Q_{4}^{n+1}} r^{n} d \mathbf{x} \tag{3.16}
\end{equation*}
$$

We still need to evaluate $u_{h}^{n+1}\left(M^{n+1}\right), u_{h}^{n}\left(M^{n+1}\right)$ and $u_{h}^{n+1}\left(M_{k}^{n+1}\right), u_{h}^{n}\left(M_{k}^{n+1}\right)$, $\frac{\partial u_{h}^{n+1}}{\partial x}\left(M_{k}^{n+1}\right), \frac{\partial u_{h}^{n+1}}{\partial y}\left(M_{k}^{n+1}\right), \frac{\partial u_{h}^{n}}{\partial x}\left(M_{k}^{n+1}\right), \frac{\partial u_{h}^{n}}{\partial y}\left(M_{k}^{n+1}\right)$, for $k=1,2,3,4$. Since $M_{k}^{n+1}=$ $(\hat{x}, \hat{y})$ must fall in one of the four neighbor cells of $P_{i, j}$, say $P_{\hat{i}, \hat{j}} P_{\hat{i}-1, \hat{j}} P_{\hat{i}-1, \hat{j}-1} P_{\hat{i}, \hat{j}-1}$, we can use the bilinear interpolation properties to get the following formulas for $k=1,2,3,4:$

$$
\begin{aligned}
& u_{h}^{n+1}\left(M_{k}^{n+1}\right)=\left(1-\gamma_{x}\right)\left(1-\gamma_{y}\right) u_{\hat{i}-1, \hat{j}-1}^{n+1}+\gamma_{x} \gamma_{y} u_{\hat{i}, \hat{j}}^{n+1}+\gamma_{x}\left(1-\gamma_{y}\right) u_{\hat{i}, \hat{j}-1}^{n+1}+\left(1-\gamma_{x}\right) \gamma_{y} u_{\hat{i}-1, \hat{j}}^{n+1} \\
& u_{h}^{n}\left(M_{k}^{n+1}\right)=\left(1-\gamma_{x}\right)\left(1-\gamma_{y}\right) u_{\hat{i}-1, \hat{j}-1}^{n}+\gamma_{x} \gamma_{y} u_{\hat{i}, \hat{j}}^{n}+\gamma_{x}\left(1-\gamma_{y}\right) u_{\hat{i}, \hat{j}-1}^{n}+\left(1-\gamma_{x}\right) \gamma_{y} u_{\hat{i}-1, \hat{j}}^{n} \\
& \frac{\partial u_{h}^{n+1}}{\partial x}\left(M_{k}^{n+1}\right)=\frac{1}{\Delta x_{\hat{i}-1}}\left(\gamma_{y} u_{\hat{i}, \hat{j}}^{n+1}+\left(1-\gamma_{y}\right) u_{\hat{i}, \hat{j}-1}^{n+1}-\gamma_{y} u_{\hat{i}-1, \hat{j}}^{n+1}-\left(1-\gamma_{y}\right) u_{\hat{i}-1, \hat{j}-1}^{n+1}\right) \\
& \frac{\partial u_{h}^{n+1}}{\partial y}\left(M_{k}^{n+1}\right)=\frac{1}{\Delta y_{\hat{i}-1}}\left(\gamma_{x} u_{\hat{i}, \hat{j}}^{n+1}+\left(1-\gamma_{x}\right) u_{\hat{i}-1, \hat{j}}^{n+1}-\gamma_{x} u_{\hat{i}, \hat{j}-1}^{n+1}-\left(1-\gamma_{x}\right) u_{\hat{i}-1, \hat{j}-1}^{n+1}\right) \\
& \frac{\partial u_{h}^{n}}{\partial x}\left(M_{k}^{n+1}\right)=\frac{1}{\Delta x_{\hat{i}-1}}\left(\gamma_{y} u_{\hat{i}, \hat{j}}^{n}+\left(1-\gamma_{y}\right) u_{\hat{i}, \hat{j}-1}^{n}-\gamma_{y} u_{\hat{i}-1, \hat{j}}^{n}-\left(1-\gamma_{y}\right) u_{\hat{i}-1, \hat{j}-1}^{n}\right) \\
& \frac{\partial u_{h}^{n}}{\partial y}\left(M_{k}^{n+1}\right)=\frac{1}{\Delta y_{\hat{i}-1}}\left(\gamma_{x} u_{\hat{i}, \hat{j}}^{n}+\left(1-\gamma_{x}\right) u_{\hat{i}-1, \hat{j}}^{n}-\gamma_{x} u_{\hat{i}, \hat{j}-1}^{n}-\left(1-\gamma_{x}\right) u_{\hat{i}-1, \hat{j}-1}^{n}\right)
\end{aligned}
$$

where

$$
\gamma_{x}=\frac{\hat{x}-x_{\hat{i}-1}}{\Delta x_{\hat{i}-1}}, \quad \gamma_{y}=\frac{\hat{y}-y_{\hat{j}-1}}{\Delta y_{\hat{j}-1}}
$$

Then we get a discrete system in $u\left(P_{i, j}\right)$ for $P_{i, j} \in \mathbf{P}$ at the time $t=t_{n+1}$.
As for the steady-state equation (see [27]), this method is second-order accurate and it is stable also for convection-dominated problems. We notice that if the Peclet's numbers of the given parabolic problem are smaller than or equal to 2 , then the control volume of the bilinear scheme will reduce to the covolume defined for the central scheme and the bilinear discretization will coincide with the central scheme.

## Chapter 4

## Numerical Results

In this chapter, we present some numerical examples to demonstrate the convergence and stability of the bilinear covolume-upwind finite volume method applied to parabolic partial differential equations. We will compare this method with the central and the upwind schemes, showing that the non-physical oscillations that may arise when solving convection dominated problems with the central scheme, disappear when using the bilinear CUFVM. Moreover, we will show also that the bilinear CUFVM is second-order in the $L^{2}$ norm and first-order in the $H^{1}$ norm.

Let us define the error $e_{h}^{n}$ as

$$
e_{h}^{n}=u\left(t_{n}\right)-u_{h}^{n}
$$

for $n=0,1, .$. and the measures associated with the mesh $\Omega_{h}$

$$
\begin{align*}
\left\|e_{h}^{n}\right\|_{L^{\infty}} & =\max \left|e_{h}^{n}\right|  \tag{4.1}\\
\left\|e_{h}^{n}\right\|_{L^{2}} & =\left(\sum_{i, j} \int_{\Omega_{i, j}}\left|e_{h}^{n}\right|^{2} d \mathbf{x}\right)^{\frac{1}{2}}  \tag{4.2}\\
\left|e_{h}^{n}\right|_{H^{1}} & =\left(\sum_{i, j} \int_{\Omega_{i, j}}\left|\nabla e_{h}^{n}\right|^{2} d \mathbf{x}\right)^{\frac{1}{2}}  \tag{4.3}\\
\left|e_{h}^{n}\right|_{1, \Omega_{h}} & =\left(\sum_{i, j}\left|\nabla e_{h}^{n}\left(x_{i-\frac{1}{2}}, y_{j-\frac{1}{2}}\right)\right|^{2} \Delta x_{i} \Delta y_{j}\right)^{\frac{1}{2}} \tag{4.4}
\end{align*}
$$

For the following examples, we choose the time interval $[0, T]$ to be the interval $[0,1]$ and $\Omega=[0,1] \times[0,1]$ and we solve the model problem (1.1) using the central, the upwind and the bilinear covolume-upwind schemes respectively. We computed
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the errors at the time $t=t_{N_{t}}$ using the measures defined above and we found also the condition numbers of the discretized system to prove stability of the discretized systems that results from the bilinear CUFVM. For every example, we used time discretization with sizes $N_{t}=10,20,40,80$ and uniform spatial grids with sizes $N_{x} \times$ $N_{y}=10 \times 10,20 \times 20,40 \times 40$ and $80 \times 80$.

Example 4.1. In this example, the exact solution is chosen to be the function

$$
u(x, y, t)=1+t e^{x+y}
$$

This is a smooth function and its graph is displayed on Figure 4.1. The convection term is defined as $\overrightarrow{\mathbf{b}}=(2,1)$ and the reaction coefficient is set equal to $r(x, y, t)=1$. The diffusion coefficient $a$ is set equal to $1,10^{-3}$ and $10^{-8}$ respectively. Then the condition (1.2) is satisfied since $\nabla \cdot \overrightarrow{\mathbf{b}}=0$. The source function $f$ is determined by the choice of $u$ and equation (1.1).

The results for this example are shown on Tables 4.1, 4.2 and 4.3 for the CFVM, the UFVM and the bilinear CUFVM respectively. From the tables, we can observe

Table 4.1 Numerical results for Example 4.1 using the CFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $\left\\|e_{h}\right\\|_{L^{\infty}}$ | CR | $\left\\|e_{h}\right\\|_{L^{2}}$ | CR | $e_{h} \\|_{H^{1}}$ | CR | \| $e_{h} \\|_{1, \Omega_{h}}$ | CR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $1.510 \mathrm{e}-2$ | - | $5.500 \mathrm{e}-3$ | - | $1.304 \mathrm{e}-1$ | - | $7.600 \mathrm{e}-3$ | - |
|  | 20 | $20 \times 20$ | $3.900 \mathrm{e}-3$ | 1.95 | $1.400 \mathrm{e}-3$ | 1.97 | $6.520 \mathrm{e}-2$ | 1.00 | 1.900e-3 | 2.00 |
|  | 40 | $40 \times 40$ | 1.000e-3 | 1.96 | $3.449 \mathrm{e}-4$ | 2.02 | $3.260 \mathrm{e}-2$ | 1.00 | $4.771 \mathrm{e}-4$ | 1.99 |
|  | 80 | $80 \times 80$ | $2.528 \mathrm{e}-4$ | 1.98 | $8.625 \mathrm{e}-4$ | 2.00 | $1.630 \mathrm{e}-2$ | 1.00 | $1.193 \mathrm{e}-4$ | 1.99 |
| $10^{-3}$ | 10 | $10 \times 10$ | $1.490 \mathrm{e}-2$ | - | $5.300 \mathrm{e}-3$ | - | $1.306 \mathrm{e}-1$ | - | $9.600 \mathrm{e}-3$ | - |
|  | 20 | $20 \times 20$ | $3.900 \mathrm{e}-3$ | 1.93 | $1.300 \mathrm{e}-3$ | 2.03 | $6.530 \mathrm{e}-2$ | 1.00 | $3.112 \mathrm{e}-3$ | 1.63 |
|  | 40 | $40 \times 40$ | $9.826 \mathrm{e}-4$ | 1.99 | $3.303 \mathrm{e}-4$ | 1.98 | $3.260 \mathrm{e}-2$ | 1.00 | $1.100 \mathrm{e}-3$ | 1.49 |
|  | 80 | $80 \times 80$ | $2.483 \mathrm{e}-4$ | 1.98 | $8.255 \mathrm{e}-5$ | 2.00 | $1.630 \mathrm{e}-2$ | 1.00 | $3.213 \mathrm{e}-4$ | 1.77 |
| $10^{-8}$ | 10 | $10 \times 10$ | $1.490 \mathrm{e}-2$ | - | $5.320 \mathrm{e}-3$ | - | $1.306 \mathrm{e}-1$ | - | $9.901 \mathrm{e}-3$ | - |
|  | 20 | $20 \times 20$ | $3.900 \mathrm{e}-3$ | 1.93 | $1.301 \mathrm{e}-3$ | 2.03 | $6.530 \mathrm{e}-2$ | 1.00 | $3.702 \mathrm{e}-3$ | 1.42 |
|  | 40 | $40 \times 40$ | $9.805 \mathrm{e}-4$ | 1.99 | 3.316e-4 | 1.97 | $3.260 \mathrm{e}-2$ | 1.00 | 1.610e-3 | 1.21 |
|  | 80 | $80 \times 80$ | $2.472 \mathrm{e}-4$ | 1.99 | $8.287 \mathrm{e}-5$ | 2.00 | $1.630 \mathrm{e}-2$ | 1.00 | $7.884 \mathrm{e}-4$ | 1.02 |

that, for every choice of $a$, the bilinear CUFVM is second-order in $\left\|e_{h}^{n}\right\|_{L^{\infty}}$ and $\left\|e_{h}^{n}\right\|_{L^{2}}$, while it is first-order convergent in $\left|e_{h}^{n}\right|_{H^{1}}$, as the central scheme. Using the UFVM, instead, we get the same orders of convergence only in the case $a=1$, while it becomes first-order convergent in $\left\|e_{h}^{n}\right\|_{L^{\infty}}$ and $\left\|e_{h}^{n}\right\|_{L^{2}}$ and half-order convergent in $\left|e_{h}^{n}\right|_{H^{1}}$ for the other two choices of $a$.

The results show also that the values for $\left\|e_{h}^{n}\right\|_{L^{\infty}}$ and $\left\|e_{h}^{n}\right\|_{L^{2}}$ obtained with the bilinear CUFVM are slightly smaller than the corresponding values obtained using the central scheme and very small if compared to those found using the UFVM. Moreover, we can notice that the convergence rates for $\left|e_{h}^{n}\right|_{1, \Omega_{h}}$ are equal to 2 for the case $a=1$, which indicates the superconvergence of the bilinear CUFVM, and they became equal to 1.5 for the case $a=10^{-3}$ and $10^{-8}$. The convergence rates for $\left|e_{h}^{n}\right|_{1, \Omega_{h}}$ are equal to 2 for $a=1$ also for the central and the upwind schemes, but they degenerate to 1 and 0.5 respectively for the convection-dominate problems.

Condition numbers of the discrete systems obtained using the bilinear CUFVM are shown in Table 4.3 and their plot is given in Figure 4.2. We notice that they increase by a rate of almost 4.5 for the case $a=1$, between 2 and 4 for the case $a=10^{-3}$ and of roughly 8 for the strongly convection-dominated case $a=10^{-8}$. Moreover, we observe that condition numbers increase as the diffusion coefficient $a$ becomes smaller (see Figure 4.2).
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Table 4.2 Numerical results for Example 4.1 using the UFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $e_{h} \\|_{L^{\infty}}$ | CR | $e_{h} \\|_{L^{2}}$ | CR | $e_{h} \\|_{H^{1}}$ | CR | $e_{h} \\|_{1, \Omega_{h}}$ | CR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $1.510 \mathrm{e}-2$ | - | $5.500 \mathrm{e}-3$ | - | $1.304 \mathrm{e}-1$ | - | $7.600 \mathrm{e}-3$ | - |
|  | 20 | $20 \times 20$ | $3.900 \mathrm{e}-3$ | 1.95 | $1.400 \mathrm{e}-3$ | 1.97 | $6.520 \mathrm{e}-2$ | 1.00 | $1.900 \mathrm{e}-3$ | 2.00 |
|  | 40 | $40 \times 40$ | $1.000 \mathrm{e}-3$ | 1.96 | $3.449 \mathrm{e}-4$ | 2.02 | $3.260 \mathrm{e}-2$ | 1.00 | $4.771 \mathrm{e}-4$ | 1.99 |
|  | 80 | $80 \times 80$ | $2.528 \mathrm{e}-4$ | 1.98 | 8.625e-4 | 2.00 | $1.630 \mathrm{e}-2$ | 1.00 | $1.193 \mathrm{e}-4$ | 1.99 |
| $10^{-3}$ | 10 | $10 \times 10$ | $3.549 \mathrm{e}-1$ | - | $1.231 \mathrm{e}-1$ | - | 1.025 | - | 1.004 | - |
|  | 20 | $20 \times 20$ | $2.043 \mathrm{e}-1$ | 0.79 | $7.150 \mathrm{e}-2$ | 0.78 | $7.972 \mathrm{e}-1$ | 0.36 | $7.896 \mathrm{e}-1$ | 0.35 |
|  | 40 | $40 \times 40$ | 1.066e-1 | 0.94 | $3.741 \mathrm{e}-2$ | 0.93 | 5.761e-1 | 0.47 | $5.734 \mathrm{e}-1$ | 0.46 |
|  | 80 | $80 \times 80$ | $5.170 \mathrm{e}-2$ | 1.04 | $1.810 \mathrm{e}-2$ | 1.05 | $3.906 \mathrm{e}-1$ | 0.56 | $3.896 \mathrm{e}-1$ | 0.56 |
| $10^{-8}$ | 10 | $10 \times 10$ | $3.604 \mathrm{e}-1$ | - | $1.251 \mathrm{e}-1$ | - | 1.041 | - | 1.019 | - |
|  | 20 | $20 \times 20$ | $2.108 \mathrm{e}-1$ | 0.77 | $7.380 \mathrm{e}-2$ | 0.76 | $8.224 \mathrm{e}-1$ | 0.34 | $8.148 \mathrm{e}-1$ | 0.32 |
|  | 40 | $40 \times 40$ | 1.137e-1 | 0.89 | $3.990 \mathrm{e}-2$ | 0.89 | $6.142 \mathrm{e}-1$ | 0.42 | $6.115 \mathrm{e}-1$ | 0.41 |
|  | 80 | $80 \times 80$ | $5.910 \mathrm{e}-2$ | 0.94 | $2.071 \mathrm{e}-2$ | 0.95 | $4.463 \mathrm{e}-1$ | 0.46 | $4.453 \mathrm{e}-1$ | 0.46 |

Example 4.2. In this example, the exact solution is defined as

$$
u(x, y, t)=10 e^{-5\left[(x-0.5)^{2}+(y-0.5)^{2}+(t-0.5)^{2}\right]}
$$

The convection term is set to be equal to $\overrightarrow{\mathbf{b}}=\left(2-x^{2} y t, 1+x y^{2} t\right)$ and the reaction coefficient is again set equal to $r(x, y, t)=1$. The diffusion coefficient $a$ is again equal to $1,10^{-3}$ and $10^{-8}$ respectively. Then the condition (1.2) is satisfied since also for this example we have $\nabla \cdot \overrightarrow{\mathbf{b}}=0$. The source function $f$ is determined by the choice of $u$ and equation (1.1).

For this example, the exact solution is plotted in Figure 4.3 and the value of the

Table 4.3 Numerical results for Example 4.1 using bilinear CUFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $\left\\|e_{h}\right\\|_{L^{\infty}}$ | CR | $e_{h} \\|_{L^{2}}$ | CR | $e_{h} \\|_{H^{1}}$ | CR | $\left\\|e_{h}\right\\|_{1, \Omega_{h}}$ | CR | Cond |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $1.510 \mathrm{e}-2$ | - | $5.500 \mathrm{e}-3$ | - | $1.304 \mathrm{e}-1$ | - | $7.600 \mathrm{e}-3$ | - | $6.02 \mathrm{e}+1$ |
|  | 20 | $20 \times 20$ | $3.900 \mathrm{e}-3$ | 1.95 | $1.400 \mathrm{e}-3$ | 1.97 | $6.520 \mathrm{e}-2$ | 1.00 | $1.900 \mathrm{e}-3$ | 2.00 | $3.43 \mathrm{e}+2$ |
|  | 40 | $40 \times 40$ | $1.000 \mathrm{e}-3$ | 1.96 | $3.449 \mathrm{e}-4$ | 2.02 | $3.260 \mathrm{e}-2$ | 1.00 | $4.771 \mathrm{e}-4$ | 1.99 | $1.53 \mathrm{e}+3$ |
|  | 80 | $80 \times 80$ | $2.528 \mathrm{e}-4$ | 1.98 | $8.625 \mathrm{e}-4$ | 2.00 | $1.630 \mathrm{e}-2$ | 1.00 | $1.193 \mathrm{e}-4$ | 1.99 | $6.36 \mathrm{e}+3$ |
| $10^{-3}$ | 10 | $10 \times 10$ | $1.440 \mathrm{e}-2$ | - | 3.801e-3 | - | $1.318 \mathrm{e}-1$ | - | $2.090 \mathrm{e}-2$ | - | $7.25 \mathrm{e}+2$ |
|  | 20 | $20 \times 20$ | $3.702 \mathrm{e}-3$ | 1.96 | 8.803e-4 | 2.11 | $6.560 \mathrm{e}-2$ | 1.01 | $7.501 \mathrm{e}-3$ | 1.48 | $3.41 \mathrm{e}+3$ |
|  | 40 | $40 \times 40$ | $9.493 \mathrm{e}-4$ | 1.96 | $2.108 \mathrm{e}-4$ | 2.06 | $3.270 \mathrm{e}-2$ | 1.00 | $2.701 \mathrm{e}-3$ | 1.47 | $8.17 \mathrm{e}+3$ |
|  | 80 | $80 \times 80$ | $2.395 \mathrm{e}-4$ | 1.99 | $5.183 \mathrm{e}-5$ | 2.02 | $1.630 \mathrm{e}-2$ | 1.00 | $9.326 \mathrm{e}-4$ | 1.53 | $1.73 \mathrm{e}+4$ |
| $10^{-8}$ | 10 | $10 \times 10$ | $1.440 \mathrm{e}-2$ | - | $3.810 \mathrm{e}-3$ | - | $1.318 \mathrm{e}-1$ | - | $2.090 \mathrm{e}-2$ | - | $8.32 \mathrm{e}+2$ |
|  | 20 | $20 \times 20$ | $3.702 \mathrm{e}-3$ | 1.96 | $8.793 \mathrm{e}-4$ | 2.11 | $6.560 \mathrm{e}-2$ | 1.01 | $7.510 \mathrm{e}-3$ | 1.48 | $7.62 \mathrm{e}+3$ |
|  | 40 | $40 \times 40$ | $9.490 \mathrm{e}-4$ | 1.96 | $2.101 \mathrm{e}-4$ | 2.06 | $3.270 \mathrm{e}-2$ | 1.00 | $2.702 \mathrm{e}-3$ | 1.47 | $6.12 \mathrm{e}+4$ |
|  | 80 | $80 \times 80$ | $2.393 \mathrm{e}-4$ | 1.99 | $5.124 \mathrm{e}-5$ | 2.03 | $1.631 \mathrm{e}-2$ | 1.00 | $9.503 \mathrm{e}-4$ | 1.51 | $5.01 \mathrm{e}+5$ |
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errors and the convergence rates for the central, upwind and bilinear covolume-upwind schemes are shown in Tables 4.4, 4.5, 4.6 respectively. We notice similar results for the convergence rates to those of the previous example. In this example, we can see that the values of the error for every measure obtained with the bilinear CUFVM are much smaller than the corresponding ones resulting from the application of the central and the upwind schemes. In this example, condition numbers for the discrete systems produced by the bilinear CUFVM are shown in Table 4.6 and their plot can be found in Figure 4.4. Here, condition numbers for all the choices of $a$ are similar or slightly larger than those of Example 4.1.
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Table 4.4 Numerical results for Example 4.2 using the CFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $\left\\|e_{h}\right\\|_{L^{\infty}}$ | CR | $e_{h} \\|_{L^{2}}$ | CR | $\left\\|e_{h}\right\\|_{H^{1}}$ | CR | $e_{h} \\|_{1, \Omega_{h}}$ | CR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $3.580 \mathrm{e}-2$ | - | $9.903 \mathrm{e}-3$ | - | $4.936 \mathrm{e}-1$ | - | $3.040 \mathrm{e}-2$ | - |
|  | 20 | $20 \times 20$ | $9.210 \mathrm{e}-2$ | 1.96 | $2.500 \mathrm{e}-3$ | 1.98 | $2.475 \mathrm{e}-1$ | 0.99 | $7.602 \mathrm{e}-3$ | 2.00 |
|  | 40 | $40 \times 40$ | $2.303 \mathrm{e}-3$ | 2.00 | $6.188 \mathrm{e}-4$ | 2.01 | $1.237 \mathrm{e}-1$ | 0.99 | $1.901 \mathrm{e}-3$ | 2.00 |
|  | 80 | $80 \times 80$ | $5.743 \mathrm{e}-4$ | 2.00 | $1.547 \mathrm{e}-4$ | 2.00 | $6.190 \mathrm{e}-2$ | 0.99 | $4.790 \mathrm{e}-4$ | 1.99 |
| $10^{-3}$ | 10 | $10 \times 10$ | $2.778 \mathrm{e}-1$ | - | $7.740 \mathrm{e}-2$ | - | $1.355 \mathrm{e}+0$ | - | $9.788 \mathrm{e}-1$ | - |
|  | 20 | $20 \times 20$ | $7.370 \mathrm{e}-2$ | 1.91 | $1.810 \mathrm{e}-2$ | 2.10 | $4.804 \mathrm{e}-1$ | 1.49 | $3.711 \mathrm{e}-1$ | 1.40 |
|  | 40 | $40 \times 40$ | 1.671e-2 | 2.14 | 4.401e-3 | 2.04 | $1.839 \mathrm{e}-1$ | 1.38 | $1.347 \mathrm{e}-1$ | 1.46 |
|  | 80 | $80 \times 80$ | $3.920 \mathrm{e}-3$ | 2.10 | 1.101e-3 | 2.00 | $7.35 \mathrm{e}-2$ | 1.32 | $3.960 \mathrm{e}-2$ | 1.77 |
| $10^{-8}$ | 10 | $10 \times 10$ | $2.853 \mathrm{e}-1$ | - | $8.100 \mathrm{e}-2$ | - | $1.628 \mathrm{e}+0$ | - | $1.149 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $8.020 \mathrm{e}-2$ | 1.83 | $1.990 \mathrm{e}-2$ | 2.02 | $8.036 \mathrm{e}-1$ | 1.02 | $5.788 \mathrm{e}-1$ | 0.99 |
|  | 40 | $40 \times 40$ | $2.020 \mathrm{e}-2$ | 1.99 | 5.003e-3 | 1.99 | $4.000 \mathrm{e}-1$ | 1.01 | $2.882 \mathrm{e}-1$ | 1.01 |
|  | 80 | $80 \times 80$ | $5.101 \mathrm{e}-3$ | 1.98 | 1.201e-3 | 2.06 | $1.997 \mathrm{e}-1$ | 1.00 | $1.438 \mathrm{e}-1$ | 1.00 |

Example 4.3. In this example, the exact solution is chosen to be the function

$$
u(x, y, t)=\frac{t}{1+e^{-100\left(\sqrt{x^{2}+y^{2}}-0.8\right)}}
$$

The convection and the reaction terms are the same of those of the previous example.
Again, the diffusion coefficient $a$ is set equal to $1,10^{-3}$ and $10^{-8}$. The source function $f$ is determined by the choice of $u$ and equation (1.1).

The exact solution for this example is shown in Figure 4.5. The graph shows that the function is a smooth function, but its values change sharply across the circle


Figure 4.5 Plot of the exact solution of Example 4.3


Figure 4.6 Plot of the condition numbers of the discrete systems obtained using the bilinear CUFVM in Example 4.3

Table 4.5 Numerical results for Example 4.2 using the UFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $\left\\|e_{h}\right\\|_{L^{\infty}}$ | CR | $\left\\|e_{h}\right\\|_{L^{2}}$ | CR | $\left\\|e_{h}\right\\|_{H^{1}}$ | CR | $e_{h} \\|_{1, \Omega_{h}}$ | CR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $3.580 \mathrm{e}-2$ | - | $9.903 \mathrm{e}-3$ | - | $4.936 \mathrm{e}-1$ | - | $3.040 \mathrm{e}-2$ | - |
|  | 20 | $20 \times 20$ | $9.210 \mathrm{e}-2$ | 1.96 | $2.500 \mathrm{e}-3$ | 1.98 | $2.475 \mathrm{e}-1$ | 0.99 | 7.602e-3 | 2.00 |
|  | 40 | $40 \times 40$ | $2.303 \mathrm{e}-3$ | 2.00 | $6.188 \mathrm{e}-4$ | 2.01 | 1.237e-1 | 0.99 | 1.901e-3 | 2.00 |
|  | 80 | $80 \times 80$ | $5.743 \mathrm{e}-4$ | 2.00 | $1.547 \mathrm{e}-4$ | 2.00 | $6.190 \mathrm{e}-2$ | 0.99 | $4.790 \mathrm{e}-4$ | 1.99 |
| $10^{-3}$ | 10 | $10 \times 10$ | $5.421 \mathrm{e}-1$ | - | $1.314 \mathrm{e}-1$ | - | $1.545 \mathrm{e}+0$ | - | $1.427 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $3.980 \mathrm{e}-1$ | 0.40 | $9.700 \mathrm{e}-2$ | 0.44 | $1.366 \mathrm{e}+0$ | 0.18 | $1.329 \mathrm{e}+0$ | 0.10 |
|  | 40 | $40 \times 40$ | $2.372 \mathrm{e}-1$ | 0.75 | $5.810 \mathrm{e}-2$ | 0.74 | $1.070 \mathrm{e}+0$ | 0.35 | $1.058 \mathrm{e}+0$ | 0.33 |
|  | 80 | $80 \times 80$ | $1.237 \mathrm{e}-1$ | 0.94 | $3.041 \mathrm{e}-2$ | 0.93 | $7.620 \mathrm{e}-1$ | 0.49 | $7.576 \mathrm{e}-1$ | 0.48 |
| $10^{-8}$ | 10 | $10 \times 10$ | $5.503 \mathrm{e}-1$ | - | $1.334 \mathrm{e}-1$ | - | $1.566 \mathrm{e}+0$ | - | $1.448 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $4.098 \mathrm{e}-1$ | 0.42 | $1.000 \mathrm{e}-1$ | 0.41 | $1.406 \mathrm{e}+0$ | 0.15 | $1.369 \mathrm{e}+0$ | 0.06 |
|  | 40 | $40 \times 40$ | $2.516 \mathrm{e}-1$ | 0.70 | $6.180 \mathrm{e}-2$ | 0.69 | $1.135 \mathrm{e}+0$ | 0.31 | $1.123 \mathrm{e}+0$ | 0.28 |
|  | 80 | $80 \times 80$ | $1.398 \mathrm{e}-1$ | 0.85 | $3.440 \mathrm{e}-2$ | 0.84 | 8.617e-1 | 0.40 | $8.574 \mathrm{e}-1$ | 0.39 |

Table 4.6 Numerical results for Example 4.2 using bilinear CUFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $e_{h} \\|_{L^{\infty}}$ | CR | $e_{h} \\|_{L^{2}}$ | CR | $e_{h} \\|_{H^{1}}$ | CR | $e_{h} \\|_{1, \Omega_{h}}$ | CR | Cond |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $3.580 \mathrm{e}-2$ | - | $9.903 \mathrm{e}-3$ | - | $4.936 \mathrm{e}-1$ | - | $3.040 \mathrm{e}-2$ | - | $6.81 \mathrm{e}+1$ |
|  | 20 | $20 \times 20$ | $9.210 \mathrm{e}-2$ | 1.96 | $2.500 \mathrm{e}-3$ | 1.98 | $2.475 \mathrm{e}-1$ | 0.99 | $7.602 \mathrm{e}-3$ | 2.00 | $3.43 \mathrm{e}+2$ |
|  | 40 | $40 \times 40$ | $2.303 \mathrm{e}-3$ | 2.00 | $6.188 \mathrm{e}-4$ | 2.01 | $1.237 \mathrm{e}-1$ | 0.99 | $1.901 \mathrm{e}-3$ | 2.00 | $1.53 \mathrm{e}+3$ |
|  | 80 | $80 \times 80$ | $5.743 \mathrm{e}-4$ | 2.00 | $1.547 \mathrm{e}-4$ | 2.00 | $6.190 \mathrm{e}-2$ | 0.99 | $4.790 \mathrm{e}-4$ | 1.99 | $6.36 \mathrm{e}+3$ |
| $10^{-3}$ | 10 | $10 \times 10$ | $6.370 \mathrm{e}-2$ | - | $1.850 \mathrm{e}-2$ | - | $5.173 \mathrm{e}-1$ | - | $1.587 \mathrm{e}-1$ | - | $7.59 \mathrm{e}+2$ |
|  | 20 | $20 \times 20$ | $1.790 \mathrm{e}-2$ | 1.83 | $5.100 \mathrm{e}-3$ | 1.86 | $2.535 \mathrm{e}-1$ | 1.03 | $5.690 \mathrm{e}-2$ | 1.48 | $3.38 \mathrm{e}+3$ |
|  | 40 | $40 \times 40$ | $4.701 \mathrm{e}-3$ | 1.93 | $1.404 \mathrm{e}-3$ | 1.86 | $1.253 \mathrm{e}-1$ | 1.02 | $2.000 \mathrm{e}-2$ | 1.51 | $9.06 \mathrm{e}+3$ |
|  | 80 | $80 \times 80$ | $1.200 \mathrm{e}-3$ | 1.97 | $3.467 \mathrm{e}-4$ | 2.01 | $6.220 \mathrm{e}-2$ | 1.01 | $7.100 \mathrm{e}-3$ | 1.49 | $1.94 \mathrm{e}+4$ |
| $10^{-8}$ | 10 | $10 \times 10$ | $6.450 \mathrm{e}-2$ | - | $1.860 \mathrm{e}-2$ | - | $5.177 \mathrm{e}-1$ | - | $1.598 \mathrm{e}-1$ | - | $9.74 \mathrm{e}+2$ |
|  | 20 | $20 \times 20$ | $1.800 \mathrm{e}-2$ | 1.84 | $5.200 \mathrm{e}-3$ | 1.84 | $2.536 \mathrm{e}-1$ | 1.03 | $5.730 \mathrm{e}-2$ | 1.48 | $8.19 \mathrm{e}+3$ |
|  | 40 | $40 \times 40$ | $4.701 \mathrm{e}-3$ | 1.93 | $1.404 \mathrm{e}-3$ | 1.89 | $1.253 \mathrm{e}-1$ | 1.02 | $2.010 \mathrm{e}-2$ | 1.51 | $6.83 \mathrm{e}+4$ |
|  | 80 | $80 \times 80$ | $1.200 \mathrm{e}-3$ | 1.97 | $3.474 \mathrm{e}-4$ | 2.01 | $6.230 \mathrm{e}-2$ | 1.01 | $7.100 \mathrm{e}-3$ | 1.50 | $4.86 \mathrm{e}+5$ |

$x^{2}+y^{2}=0.8^{2}$. The error measures and the convergence rates for the three methods are reported in Tables 4.7, 4.8, 4.9. We notice that the convergence rates for the three methods are smaller than those of the previous examples, except when the grids become fine enough. We can explain this by the fact that it is difficult to catch the variations of the chosen exact solution function if the mesh sizes are not small enough. The upwind scheme shows more stability than the central scheme, but it is only first-order convergent. Again, the errors given by the bilinear CUFVM are smaller that those of the other two methods and it is still second-order convergent for the convection-dominates problems. Condition numbers for the disctrete systems obtained with the biliear CUFVM for this example are similar to those of the previous Example 4.2 and their plot is shown in Figure 4.6.

Table 4.7 Numerical results for Example 4.3 using the CFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $e_{h} \\|_{L^{\infty}}$ | CR | $e_{h} \\|_{L^{2}}$ | CR | $e_{h} \\|_{H^{1}}$ | CR | $e_{h} \\|_{1, \Omega_{h}}$ | CR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $4.107 \mathrm{e}-1$ | - | $9.890 \mathrm{e}-2$ | - | $3.424 \mathrm{e}+0$ | - | $2.824 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $2.365 \mathrm{e}-1$ | 0.79 | $5.240 \mathrm{e}-2$ | 0.92 | $2.320 \mathrm{e}+0$ | 0.56 | $1.351 \mathrm{e}+0$ | 1.06 |
|  | 40 | $40 \times 40$ | $1.477 \mathrm{e}-1$ | 0.68 | $4.210 \mathrm{e}-2$ | 0.32 | $1.283 \mathrm{e}+0$ | 0.85 | $5.488 \mathrm{e}-1$ | 1.30 |
|  | 80 | $80 \times 80$ | $1.104 \mathrm{e}-1$ | 0.42 | $4.140 \mathrm{e}-2$ | 0.02 | $6.752 \mathrm{e}-1$ | 0.92 | $2.585 \mathrm{e}-1$ | 1.09 |
| $10^{-3}$ | 10 | $10 \times 10$ | $8.285 \mathrm{e}-1$ | - | $1.906 \mathrm{e}-1$ | - | $6.615 \mathrm{e}-1$ | - | $5.258 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $5.350 \mathrm{e}-1$ | 0.63 | $9.030 \mathrm{e}-2$ | 1.08 | $6.058 \mathrm{e}+0$ | 0.13 | $5.129 \mathrm{e}+0$ | 0.03 |
|  | 40 | $40 \times 40$ | $1.693 \mathrm{e}-1$ | 1.66 | $1.520 \mathrm{e}-2$ | 2.57 | $2.231 \mathrm{e}+0$ | 1.44 | $1.676 \mathrm{e}+0$ | 1.61 |
|  | 80 | $80 \times 80$ | $2.530 \mathrm{e}-2$ | 2.74 | $2.001 \mathrm{e}-3$ | 2.93 | $6.726 \mathrm{e}-1$ | 1.73 | $1.821 \mathrm{e}-1$ | 3.20 |
| $10^{-8}$ | 10 | $10 \times 10$ | $8.563 \mathrm{e}-1$ | - | $2.117 \mathrm{e}-1$ | - | $7.128 \mathrm{e}+0$ | - | $5.699 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | 7.005e-1 | 0.29 | $1.230 \mathrm{e}-1$ | 0.78 | $7.675 \mathrm{e}+0$ | -0.11 | $6.659 \mathrm{e}+0$ | -0.22 |
|  | 40 | $40 \times 40$ | $1.791 \mathrm{e}-1$ | 1.97 | $2.880 \mathrm{e}-2$ | 2.09 | $3.611 \mathrm{e}+0$ | 1.09 | $3.149 \mathrm{e}+0$ | 1.08 |
|  | 80 | $80 \times 80$ | $3.200 \mathrm{e}-2$ | 2.48 | $2.801 \mathrm{e}-3$ | 3.36 | $7.488 \mathrm{e}-1$ | 2.27 | $3.663 \mathrm{e}-1$ | 3.10 |

Table 4.8 Numerical results for Example 4.3 using the UFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $\left\\|e_{h}\right\\|_{L^{\infty}}$ | CR | \| $e_{h} \\|_{L^{2}}$ | CR | $e_{h} \\|_{H^{1}}$ | CR | $e_{h} \\|_{1, \Omega_{h}}$ | CR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 10 | $10 \times 10$ | 4.107e-1 | - | $9.890 \mathrm{e}-2$ | - | $3.424 \mathrm{e}+0$ | - | $2.824 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $2.365 \mathrm{e}-1$ | 0.79 | $5.240 \mathrm{e}-2$ | 0.92 | $2.320 \mathrm{e}+0$ | 0.56 | $1.351 \mathrm{e}+0$ | 1.06 |
|  | 40 | $40 \times 40$ | $1.477 \mathrm{e}-1$ | 0.68 | $4.210 \mathrm{e}-2$ | 0.32 | $1.283 \mathrm{e}+0$ | 0.85 | $5.488 \mathrm{e}-1$ | 1.30 |
|  | 80 | $80 \times 80$ | 1.104e-1 | 0.42 | $4.140 \mathrm{e}-2$ | 0.02 | $6.752 \mathrm{e}-1$ | 0.92 | $2.585 \mathrm{e}-1$ | 1.09 |
| $10^{-3}$ | 10 | $10 \times 10$ | $5.501 \mathrm{e}-1$ | - | $1.058 \mathrm{e}-1$ | - | $3.633 \mathrm{e}+0$ | - | $3.237 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $3.740 \mathrm{e}-1$ | 0.56 | $5.880 \mathrm{e}-2$ | 0.85 | $2.748 \mathrm{e}+0$ | 0.40 | $2.123 \mathrm{e}+0$ | 0.61 |
|  | 40 | $40 \times 40$ | $2.073 \mathrm{e}-1$ | 0.85 | $2.850 \mathrm{e}-2$ | 1.04 | $1.652 \mathrm{e}+0$ | 0.73 | $1.252 \mathrm{e}+0$ | 0.76 |
|  | 80 | $80 \times 80$ | $9.980 \mathrm{e}-2$ | 1.05 | $1.330 \mathrm{e}-2$ | 1.09 | $8.555 \mathrm{e}-1$ | 0.95 | $6.014 \mathrm{e}-1$ | 1.06 |
| $10^{-8}$ | 10 | $10 \times 10$ | $5.532 \mathrm{e}-1$ | - | $1.063 \mathrm{e}-1$ | - | $3.640 \mathrm{e}+0$ | - | $3.245 \mathrm{e}+0$ | - |
|  | 20 | $20 \times 20$ | $3.831 \mathrm{e}-1$ | 0.53 | $5.990 \mathrm{e}-2$ | 0.86 | $2.771 \mathrm{e}+0$ | 0.39 | $2.151 \mathrm{e}+0$ | 0.59 |
|  | 40 | $40 \times 40$ | $2.164 \mathrm{e}-1$ | 0.82 | $2.990 \mathrm{e}-2$ | 1.00 | $1.693 \mathrm{e}+0$ | 0.71 | $1.307 \mathrm{e}+0$ | 0.72 |
|  | 80 | $80 \times 80$ | $1.110 \mathrm{e}-1$ | 0.96 | $1.490 \mathrm{e}-2$ | 1.00 | $9.070 \mathrm{e}-1$ | 0.90 | $6.733 \mathrm{e}-1$ | 0.96 |

Table 4.9 Numerical results for Example 4.3 using bilinear CUFVM

| $a$ | $N_{t}$ | $N_{x} \times N_{y}$ | $\left\\|e_{h}\right\\|_{L^{\infty}}$ | CR | $e_{h} \\|_{L^{2}}$ | CR | $e_{h} \\|_{H^{1}}$ | CR | $e_{h} \\|_{1, \Omega_{h}}$ | CR | Cond |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | $10 \times 10$ | $4.107 \mathrm{e}-1$ | - | $9.890 \mathrm{e}-2$ | - | $3.424 \mathrm{e}+0$ | - | $2.824 \mathrm{e}+0$ | - | $6.81 \mathrm{e}+1$ |
|  | 20 | $20 \times 20$ | $2.365 \mathrm{e}-1$ | 0.79 | $5.240 \mathrm{e}-2$ | 0.92 | $2.320 \mathrm{e}+0$ | 0.56 | $1.351 \mathrm{e}+0$ | 1.06 | $3.43 \mathrm{e}+2$ |
|  | 40 | $40 \times 40$ | $1.477 \mathrm{e}-1$ | 0.68 | $4.210 \mathrm{e}-2$ | 0.32 | $1.283 \mathrm{e}+0$ | 0.85 | $5.488 \mathrm{e}-1$ | 1.30 | $1.53 \mathrm{e}+3$ |
|  | 80 | $80 \times 80$ | $1.104 \mathrm{e}-1$ | 0.42 | $4.140 \mathrm{e}-2$ | 0.02 | $6.752 \mathrm{e}-1$ | 0.92 | $2.585 \mathrm{e}-1$ | 1.09 | $6.36 \mathrm{e}+3$ |
| $10^{-3}$ | 10 | $10 \times 10$ | $4.737 \mathrm{e}-1$ | - | $1.143 \mathrm{e}-1$ | - | $4.601 \mathrm{e}+0$ | - | $2.990 \mathrm{e}+0$ | - | $7.17 \mathrm{e}+2$ |
|  | 20 | $20 \times 20$ | $2.066 \mathrm{e}-1$ | 1.19 | $4.190 \mathrm{e}-2$ | 1.45 | $3.036 \mathrm{e}+0$ | 0.56 | $1.698 \mathrm{e}+0$ | 0.82 | $3.25 \mathrm{e}+3$ |
|  | 40 | $40 \times 40$ | $5.950 \mathrm{e}-2$ | 1.79 | $8.601 \mathrm{e}-3$ | 2.28 | $1.306 \mathrm{e}+0$ | 1.22 | $4.211 \mathrm{e}-1$ | 2.01 | $9.17 \mathrm{e}+3$ |
|  | 80 | $80 \times 80$ | $1.550 \mathrm{e}-2$ | 1.94 | $2.100 \mathrm{e}-3$ | 2.03 | $6.332 \mathrm{e}-1$ | 1.04 | $1.024 \mathrm{e}-1$ | 2.04 | $1.19 \mathrm{e}+4$ |
| $10^{-8}$ | 10 | $10 \times 10$ | $5.188 \mathrm{e}-1$ | - | $1.192 \mathrm{e}-1$ | - | $4.774 \mathrm{e}+0$ | - | $3.066 \mathrm{e}+0$ | - | $9.39 \mathrm{e}+2$ |
|  | 20 | $20 \times 20$ | $2.223 \mathrm{e}-1$ | 1.22 | $4.710 \mathrm{e}-2$ | 1.34 | $3.428 \mathrm{e}+0$ | 0.48 | $1.948 \mathrm{e}+0$ | 0.65 | $7.74 \mathrm{e}+3$ |
|  | 40 | $40 \times 40$ | $5.940 \mathrm{e}-2$ | 1.90 | $9.702 \mathrm{e}-3$ | 2.26 | $1.517 \mathrm{e}+0$ | 1.18 | $5.298 \mathrm{e}-1$ | 1.88 | $6.89 \mathrm{e}+4$ |
|  | 80 | $80 \times 80$ | $1.540 \mathrm{e}-2$ | 1.95 | $2.100 \mathrm{e}-3$ | 2.21 | $6.333 \mathrm{e}-1$ | 1.26 | $1.024 \mathrm{e}-1$ | 2.37 | $5.49 \mathrm{e}+5$ |

## Chapter 5

## Conclusions

We studied the bilinear covolume upwind finite volume method for the solution of linear parabolic partial differential equations with pure Dirichelet boundary conditions. We also compared this method with the central and the upwind finite volume methods, using numerical examples and we numerically showed the stability and better convergence of the bilinear CUFVM. However, the rigorous analysis of the stability and the error estimate of the bilinear CUFVM has to be investigated.
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